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Executive Summary 
 
This paper is the result of a request for analysis of the reliability and validity of the new PGES1-aligned KTIP2 IPR3, first rolled out statewide 

during the 2015-2016 school year. Information about reliability and validity are necessary to assure that the instrument is an acceptably accurate 
measure, and that it, in fact, is principally a measure of intern performance. The IPR is currently used to determine whether interns will be 
recommended for professional certification. We also anticipate using the IPR in aggregate as a measure of provider performance in the KEPAS4 
accountability system. 

Data for this study include the ratings of all interns collected in the IMS data system during the 2015-2016 school year. The sample includes 
2331 K-12 interns, and 88 IECE interns. Analysis of IECE data were deferred pending the collection of additional data. 

 
Analysis of the available data led to five findings: 
 
Finding 1: KTIP IPR composite committee ratings are sufficiently reliable to be used to determine which interns should be granted 
professional certification. Scoring was applied accurately and consistently, at least in the final cycle, as indicated by the 
generalizability study. 
 
Finding 2: The scoring rules are appropriate. Some improvement in rater training might be indicated to assure that the rules are 
always appropriately applied. 
 
Finding 3: Because of only limited support for the 4 domain model, we do not recommend use of domain scores for decision-making 
about interns or EPPs. 
 
Finding 4: Although the new IPR is an improvement over the old procedure, scoring is still too lenient. Interns would not be harmed 
by spreading out the scores a bit. This could be done in rater training by reminding raters that precision in scoring in the long term 
is better for the intern. 
 
Finding 5: The IPR is a reasonably good measure of intern performance. Because it is, it is appropriate for use both as a measure of 
eligibility for professional certification and of EPP program performance. 
 
In addition, we make a few recommendations for future data collection and improvements in rater training. 

                                                           
1 PGES is the Professional Growth and Effectiveness teacher evaluation system of the Kentucky Department of Education. 
2 KTIP is the Kentucky Teacher Internship Program administered by EPSB. 
3 The IPR is the Internship Performance Record, a system developed to measure the performance of teacher interns. 
4 KEPAS is EPSB’s accountability system for approved educator preparation programs. 
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Introduction 

 
Since its first year of operation in 1985, The Kentucky Teacher Internship Program (KTIP) has been the gateway to professional teacher 

certification in the Commonwealth (Brockman, 2015). Originally intended as a support system for new teachers in their first year post-training, it 
was seen principally as a means of reducing the perceived high levels of attrition by early-career teachers5, although it soon also became a means 
of assuring the quality of teachers newly admitted to teaching in Kentucky. This latter goal may not have been contemplated by the developers of 
KTIP, but it is clear from early EPSB Board minutes that it became important soon after the program was implemented.  Board members, beginning 
in 1991, engaged in extensive discussion of the need for “teacher valued outcomes,” i.e., capacities that new teachers would be expected to have 
at the point of preservice completion (Hibpshman, 2005). These capacities were codified as a set of “new teacher standards,” which were 
incorporated, in the early 1990’s, into the KTIP Internship Performance Record (IPR), a measurement system that required all teacher interns to 
fully meet the New Teacher Standards by the end of their internship. It is clear from a reading of the Board minutes during this period that the 
New Teacher Standards, and the IPR, were originally conceived as a means of measuring the performance of teacher preparation programs, 
although they also met the additional purpose of quality control of Kentucky teacher performance by denying professional certification to interns 
who could not fully meet the New Teacher Standards.6 

This approach to the measurement of new teacher quality was never satisfactory, because the IPR, as originally conceived, was never an 
adequate measurement system. Because internship is a gateway to professional certification, and all interns must fully meet all the standards (i.e., 
achieve the maximum possible score on each standard) there was never much range in scores, especially for the final, consequential, rating.7 As a 
result, it was impossible to ever establish validity or reliability for the IPR, since nearly everyone, in effect, received the same score. Yet it seems 
likely that new teachers, even among those whose performance is at least minimally satisfactory, should exhibit a range of performance. That we 
could not demonstrate this range of performance, even though we were sure on theoretical grounds that it existed, obviated the value of the IPR 
system as a measurement of either teacher quality or preparation program performance. 

The persons who support the intern in his or her first year of teaching comprise a committee of three, the principal of the school to which 
the intern is assigned, a “resource teacher,” and a “teacher educator” supplied by the educator preparation program (EPP) in that region. The 
resource teacher is an experienced teacher who, to the extent possible, practices at the same level (e.g., elementary) and in the same content 
area as the intern. Resource teachers are required to spend at least 60 hours with the intern over the course of the year, 20 in class and 40 outside 
of class. Resource teachers, principals, and teacher educators are required to undergo training in the measurement process and the process of 
supporting the intern (EPSB, 2015b). The committee members conduct an orientation meeting and three conferences with the intern during the 

                                                           
5 Teacher attrition, especially among early career teachers, has been seen as a problem nationally (Ingersoll, 2002), and has generally been seen as a consequence of working conditions in the 
schools. KTIP was intended as a remedy for this problem, based on the belief that support in the first year of practice could shield new teachers from some of the shocks associated with the first year 
of teaching. Whether this belief was true or not, we found in studies of teacher attrition in 2001 that Kentucky has lower attrition rates for new teachers than have been widely reported in the 
literature. 
6 It is important to keep in mind that the internship program as originally developed was not conceived as a measurement of either new teacher or provider performance. Its function was to provide 
support to new teachers, and this continues to be its principal function today.  
7 Few interns (less than 1%) have ever failed their internships. As a result, even the percent passing rate could not be used as a measure of program performance. 
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year, and each member of the committee rates intern performance three times. The first two ratings are formative, the third is summative. If an 
intern receives a rating of “ineffective” for any component for the third cycle, the committee can opt for a fourth assessment cycle.8 At the end of 
the internship year, a final joint rating is assembled by the committee. This final rating constitutes the score on which the intern’s performance – 
and eligibility for professional certification – depends. 

The numerous problems with the New Teacher Standards, and with the IPR, had been the subject of extensive internal discussion within 
EPSB for some time, starting about 2000. The Standards were not unidimensional, and were framed in philosophical terms that made it difficult 
to develop clear exemplars of adequate performance. Because nearly every intern received a perfect or near-perfect score at the end of the 
internship, the IPR could not be used for its original purpose, evaluating the performance of EPP’s, and the reliability and validity of the IPR could 
never be established. EPSB staff for several years advocated the replacement of this system with a better, more sensitive approach to 
measurement of intern performance (Hibpshman, 2005). 

This change took place in 2015. The Kentucky Department of Education (KDE) had recently developed a new teacher evaluation system 
(The Professional Growth and Effectiveness System – PGES) based on the Danielson Framework, and during discussion at a Board retreat in 2013 
EPSB Board members  questioned whether the measurement of intern performance ought to be consistent with the PGES (KACI, 2013a). There 
are numerous advantages to this approach: the intern would have his or her performance measured in the same terms as would be applied in 
subsequent years, and to the extent that the PGES were a reliable and valid measure, would make it possible to measure career progression from 
the beginning, on a single scale.9 After considerable discussion, EPSB agreed to align the KTIP program with the PGES, and work began in fall 2013 
for a 2014-2015 pilot of the new approach (Brockman, 2015). This resulted in a new IPR, nearly identical in form to the teacher evaluation used by 
PGES. We note, however, that the administration procedure of the IPR is much more complex than that of the PGES, as it is applied to every intern 
every year, and involves multiple raters and multiple ratings. 

In the course of the year-long internship, new teachers assemble a body of “evidence” which serves, along with classroom observation, as 
the basis for the ratings by the committee. There are seven sources of evidence:  

 
• Lesson plans 
• Post-observation reflections 
• Professional growth 
• Records and communications 
• Professional involvement 
• Observations of teaching  
• A student voice survey 

 

                                                           
8 Our dataset includes results from cycle 4 interns, but the small number of such cases prevents us from including them in the analysis. 
9 A fortiori, it would fulfill the original intent of the IPR, to provide a measure of EPP performance. 
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EPSB provides templates on its website to assist interns in developing their sources of evidence. Templates identify the particular 
component of the Framework that is addressed by the evidence supplied by the intern. Some of the templates require that additional information, 
such as copies of teacher-created assessments, be supplied by the intern. Committees may also require additional information when needed. The 
first assessment period is from 1-60 instructional days after the orientation meeting; the second is 61-110 instructional days after the orientation 
meeting; and the third is from 111 instructional days after the orientation meeting to the end of the school year. The professional growth plan is 
particularly interesting because it contains a self-assessment by the intern on each of the components rated by the committee (EPSB, 2015a). 

The KTIP assessment permits, for each component, a range of scores from 1 (ineffective) to 4 (exemplary). Unlike the old IPR, where interns 
had to demonstrate mastery of each of the standards to pass the internship, the PGES-aligned KTIP IPR requires only that the intern be rated as 
“developing” (the second-lowest rating) on each of the standards (Brockman, 2015). This is a fundamental and positive change in system 
philosophy, as it allows for a range of scores, both for interns who pass the internship and those who do not. 

The purpose of the present report is to evaluate the metrical characteristics – reliability and validity – of this new, PGES-aligned, approach 
to intern performance measurement, to the extent that available data make it possible to do so. To this end, the report is divided into four sections. 
In section 1, we discuss the Danielson Framework and its relationship to the PGES and IPR. In section 2, we discuss reliability and validity issues 
relevant to a performance assessment such as the IPR. In section 3, we provide data analysis and reasoning relevant to evaluating the reliability 
and validity of the IPR. In section 4, we make recommendations for further studies necessary to the ongoing evaluation of this measurement 
procedure. 

 
Section 1: The Danielson Framework 
 

PGES, and by extension, the KTIP IPR, are based on Charlotte Danielson’s Framework for Teaching (FFT). The FFT had its genesis in the 
development of Praxis III by the Educational Testing Service (ETS) from 1987 to the early 1990’s. Praxis III was designed as a performance 
assessment system to complement Praxis I (measurement of candidate academic skills prior to admission to teacher training) and Praxis II 
(measurement of content and pedagogical knowledge at the completion of a preservice program) (Myford et al., 1993). The development team – 
of which Danielson was a member – engaged in an extensive and ingenious effort to define what it meant to be an effective teacher, incorporating 
literature reviews, job analyses, collaboration with practicing teachers, and consultation with experts in the field of teacher preparation and 
licensing, including state certification staff (Dwyer, 1998). Praxis III was intended for use as a licensing test: as such, it would be administered 
principally to persons undergoing their first year of teaching, before a professional certificate had been issued. Praxis III was adopted by a few 
state certification agencies, but never was widely used, probably because it constitutes an expensive and time-consuming assessment model. 
Although 39 states currently use the Praxis II tests for initial licensure or certification10, only 6 have ever adopted the Praxis III. Some states, such 
as Kentucky, have had their own performance evaluation processes for new teachers.  

Danielson used the research base created during the development of Praxis III as a springboard for the development of the FFT. An 
inspection of the domains and components for the Praxis III and the FFT makes it clear (see appendix Chart 1) that the two are closely related. The 

                                                           
10 Some states require the Praxis II tests (including the PLT tests); some allow Praxis II tests as alternatives, among other permissible examinations. 
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principal difference between the two frameworks is that while the Praxis III contains 19 components, the FFT has 22. FFT domains and components 
are labeled in somewhat more elegant terms, and some Praxis III components have been either split or combined to create the FFT components. 
It is not clear from the promotional materials available from Teachscape or other sources how Danielson went about making these changes, or 
the basis for inclusion of some additional material to the original Praxis III model.  

The FFT has been well-received in education nationally. It serves as the basis for teacher evaluation systems in numerous states and school 
districts (Milanowski, 2011). The Kentucky PGES, although it claims to be based on the Danielson Framework only in part, taking into account also 
the Kentucky Teacher Standards, the Kentucky Program of Studies, the Kentucky Core Academic Standards, and the KDE Characteristics of Highly 
Effective Teaching and Learning (KDE, 2014), as a formal measurement system is almost indistinguishable from the materials published by 
Danielson. The rollout of the PGES involved development of rubrics for scoring teacher performance against each of the FFT components, and 
training for evaluators (principally school principals) who would be expected to rate teachers using the new system. As developed, the PGES calls 
for ratings of experienced teachers every second year by a single rater. 

Using the rubrics and other materials developed for the PGES, EPSB staff began the process in 2013 of adapting the PGES rating system 
for use by KTIP. Three possible adaptations of the PGES were contemplated: continuing to use the existing IPR during the internship, with the PGES 
serving as the final, consequential measurement; evaluating interns with both the existing IPR and the PGES; and adopting the PGES as the 
internship instrument, training internship committee members in its administration (Hibpshman, 2013). The latter option was chosen, principally 
because it would be much easier to administer than the other two. 

Two groups were influential in the development of the PGES-aligned KTIP assessment, the KTIP/PGES work group, empaneled ad hoc for 
the purpose of planning the change, and the Kentucky Advisory Council for Internship (KACI), a standing committee of the EPSB. These groups, 
along with EPSB staff, began the work of aligning the KTIP assessment with the PGES late in 2013, completing their work in time for a 2014-2015 
school year pilot. The pilot was conducted at 21 public school districts across the state, covering the range from large to small and including county 
and independent districts, as well as at one nonpublic school. Based on experience with the pilot, some adjustments were made to rubrics and to 
the training process. 184 interns were involved in the pilot project (Brockman, 2016). 

Any discussion of reliability and validity of any instrument based on the FFT must begin with a discussion of the nature of Danielson’s 
Framework. Although a number of investigators (Benjamin, 2002; Holtzapple, 2003; Kane et al., 2010; Milanowski, 2011; Keesler & Howe, 2012; 
Güerere, 2013; Ho & Kane, 2013; Lazareth & Newman, 2013; Hood et al., 2015; Johnson & Semmelroth, 2015; Lash et al., 2016; Roegman et al., 
2016) have conducted reliability and validity studies on instruments based in whole or in part on the FFT, the Danielson Framework cannot, by its 
nature, be the subject of reliability or validity studies.11 The FFT is not a test, or even strictly a measurement procedure, although as written it 
contains strong measurement components.12 It would be more accurate to describe it as a theory about the nature of teaching effectiveness. 
Although Charlotte Danielson does not herself describe it as a theory, her own words make it clear that this is what she intended in its 
development: 
 

                                                           
11 Because reliability and validity depend on the intended use of an instrument and the circumstances of its administration and scoring, topics we will discuss in section 2. 
12 Teachscape, Danielson’s company, provides training and certification for evaluators using the FFT. 
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The framework aims to describe all of teaching, in all its complexity. It is comprehensive, referring not only to what occurs in the 
classroom but also to what happens behind the scenes and beyond the classroom walls. The comprehensive nature of the 
framework for teaching sets it apart from other, earlier attempts to describe teaching. (Danielson 2007, location 464) 

 
She claims that the FFT “derives as much as possible from sound educational research,” although she acknowledges that in some areas, 

formal research has not yet been conducted, and those portions of the framework are based on the recommendations of experts. That some of 
the FFT is based on widely-accepted ideas in education that have yet to be proven was also noted by Hazi (Hazi, 2014), who commented for 
example that the idea that constructivist approaches to teaching are superior – a fundamental principle embraced by the FFT – has never been 
demonstrated by empirical research. 

That the FFT is based substantially on research, but also substantially on accepted but unproven ideas about the nature of good teaching 
is not problematic if the FFT is viewed as a theory of effective teaching. Theories are always based on collections of such ideas, and are subject to 
later revision as additional research evidence accumulates. It can be argued that the various ideas on which the FFT are based constitute what 
Cronback and Meehl (Cronbach and Meehl, 1955, p. 290) described at the “nomological network” of theory necessary for the construct validation 
of a test.  

It is measurements based on the FFT, not the FFT itself, that require reliability and validity studies. To the extent that the theory of effective 
teaching proposed by Danielson proves to be useful, then we would expect well-developed measurements based on the FFT to exhibit the 
reliability and validity that will in the end lend support to Danielson’s Framework. How we go about demonstrating these things will be the subject 
of the next section. 

 
Section 2: Reliability and Validity 

 
Much has been written about reliability and validity that will not be recapitulated here. We will direct the interested reader to one of the 

many excellent textbooks on the subject (e.g., Nunnally & Bernstein, 1994) that have been published over the course of the past century. In 
general, reliability and validity can be framed as two simple ideas: 

 
1. How precise are the scores produced by the measurement? 
2. How well does the measurement serve as a proxy for the thing we want to measure? 
 
In terms of the current project, there is a theoretical construct which we wish to quantify, which me might call “teacher performance,” or 

perhaps “teacher effectiveness.” We wish to quantify the strength of this construct as it exists with respect to individual teachers because we 
believe based on our experience – either through research or personal observation – that this construct is related in some predictable way to a 
goal we wish to maximize, providing a quality education to public school children.13 The construct is not directly observable, in part because it is 
                                                           
13 We intentionally eschew “student achievement” as the sole criterion because the history of both the FFT and the PGES clearly do not take the view that it is the only outcome of interest in the 
evaluation of teaching or teacher quality. 
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complex and multidimensional, and in part because we are constrained by time and funding. We assume that if the construct exists, then it will 
influence, directly or indirectly, any exemplar14 of the construct we might choose, so that a judicious choice of exemplars, and a carefully 
constructed procedure for rating the exemplars, will serve as a proxy measure of the extent to which particular teachers can be expected to be 
effective. Judicious choice of exemplars and careful construction of scoring procedures then constitute the basis for assuring that the measurement 
is sufficiently precise for the use for which it is intended, and has a strong enough relationship to the construct to assure that we can accurately 
sort individuals on the basis of the measurement. We desire to demonstrate that the measurement is both precise enough (reliable) and strongly 
enough related to the construct (valid) so that we can use it as a proxy for both the quality of individual teachers and the quality of the programs 
that prepare them. 

Evaluation of the precision and validity of the IPR begins with an understanding of the process of assembling an IPR measurement, which 
is illustrated in Chart 2. 

 
Chart 2 

The KTIP IPR Process 
 

 
 

At each stage of the process (directed lines in the diagram) some event occurs, and the process of evaluating the reliability and validity of 
the IPR depends on our ability to evaluate the effect of these events on the subsequent IPR score(s).  

The process of conducting reliability and validity studies of performance assessments has been the subject of numerous articles in the 
psychometrics research literature for some time (Jaeger, 1993; Messick, 1994; Delandshere  & Petrosky, 1998; Clauser et al., 1999; Barrett, 2001; 
Bachman, 2002; Stemler, 2004; Denner et al., 2008; Hill et al, 2012; Hill, Charalambous & Kraft, 2012; Ho & Kane, 2013; Lazarev & Newman, 2013; 
Johnson & Semmelroth, 2015; Lane & Stone, 2002; Lash et al., 2016), and our process mirrors what has been written by the various authors of this 

                                                           
14 Such as, for example, observation of classes taught by a teacher, or the technical quality of assessments they create for their classes. 
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literature. For the sake of consistency, we follow here a recommendation for the evaluation of a performance instrument given by Bell et al. in 
2012: 

 
1. Scoring 

1.1. The scoring rule is appropriate. 
1.2. The scoring rule is applied accurately and consistently. 
1.3. The scoring is bias free. 
1.4. The data fit the scoring model. 

2. Generalization 
2.1. The sample adequately represents the quality of all relevant lessons. 
2.2. Unexpected error is sufficiently accounted for. 

3. Extrapolation 
3.1. The score on all lessons is related to the teaching quality teachers and students are able to enact. 
3.2. There are not systematic errors that undermine the extrapolation to teaching quality. 

4. Implication 
4.1. The implications associated with teaching performance are appropriate. 
4.2. The properties of the observed scores on the lessons support the implications associated with the judgments of teaching 

performance. (p. 66) 
 

This framework imposes requirements for how we should go about demonstrating each of its elements, as given in Table 1. 
 

Table 1 
Analysis Elements and Strategy 

 
Element Analysis strategy 
1.1. The scoring rule is appropriate • Analysis of scoring rule development 

 
• Analysis of the extent to which raters use 

the entire range of available score points 
1.2. The scoring rule is applied accurately and 
consistently 

• Inter-rater reliability studies 
 

• Generalizability analysis 
1.3. The scoring is bias free • Generalizability analysis 
1.4. The data fit the scoring model • Component/domain correlations 
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• Confirmatory factor analysis 

2.1. The sample adequately represents the quality 
of all relevant lessons 

• Analysis of Templates 

2.2. Unexpected error is sufficiently accounted for • Generalizability analysis 
 

• Score distribution analysis 
3.1. The score on all lessons is related to the 
teaching quality teachers and students are able to 
enact 

• Inference  

3.2. There are not systematic errors that 
undermine the extrapolation to teaching quality 

• Generalizability analysis 

4.1. The implications associated with teaching 
performance are appropriate 

• Inference  

4.2. The properties of the observed scores on the 
lessons support the implications associated with 
the judgments of teaching performance 

• Inference 
 

• Confirmatory factor analysis 
 

• Component/domain correlations 
 

An important distinction between reliability and validity analysis is that while reliability is principally a mathematically-
demonstrable attribute of a measurement procedure, validity is much more subject to inference, and might rely on reasoning in addition 
to demonstration of mathematical features of the measurement and its relationship to other measures (Cizek, 2012). That is, validity relies 
on human judgement, and requires a defense on inferential grounds of various sources of evidence which may not be internal to the 
measurement procedure itself (Crooks, 1996). 

With respect to reliability, our task in evaluating the KTIP IPR is governed by the fact that it is a performance assessment, and 
involves ratings by judges. Some traditional methods of demonstrating reliability, such as internal consistency, are not available to us for 
this type of measurement, as they are likely to produce inflated results. What is at issue for us is the extent to which the committee 
members who rate each intern are in agreement, and the extent to which the interns’ scores are a function of intern performance rather 
than to differences among raters.15 In technical terms, teacher quality is the “target domain” which we are attempting to measure, and 
the particular exemplars on which ratings are based come from a “universe of generalization” (Webb & Shavelson, 2005), all possible 
exemplars of teacher practice that would serve to indicate whether a teacher intern were effective. To the extent that our chosen 

                                                           
15 That is, the extent to which the ratings are a function of some underlying measureable attribute of teachers. 
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exemplars fully represent the domain of generalization, and to the extent that rater judgements consistently represent the domain, then 
we can expect our measurement to be more reliable. 

We note here that modern concepts of test development, especially generalizability theory, tend to blur the distinction between 
reliability and validity somewhat, because generalizability studies attempt to estimate the relationship between the sampled tasks used 
by the measurement procedure and the target domain, which can be seen as a content validity issue (Cronbach et al., 1972; Feldt & 
Brennan, 1983; Brennan, 1989). The relevant reliability issue with such studies is whether sufficient tasks of the right type are included in 
the measurement to provide stable estimates of the intern’s capacity as a teacher (Chapelle, 2010). To the extent that this is true, then 
we should expect the measurement to be a stable indicator of the target domain. 

For our purposes, reliability amounts to the extent to which the three raters of each intern’s performance agree on the quality of 
the performance. Because this is a performance assessment and raters are involved, the appropriate measures of reliability include some 
measure of rater agreement, and an intraclass correlation drawn from a generalizability study. There are several possible measures of 
rater agreement. We use the percent agreement between raters for components, which has the advantage of simplicity. For domains and 
the total score, percent agreement is problematic because the data are additive rather than categorical; we will use Pearson product-
moment correlations for those measures. The intraclass correlation will be drawn from an ANOVA of the intern X rater X cycle data 
available to us (Naizer, 1992), using EdugTM, an application written specifically for this purpose (Cardinet et al., 2010). Each of the variables 
rater and cycle is known in generalizability theory as a “facet,” a source of variance to which we are indifferent, but which might affect the 
score magnitude (Webb & Shavelson, 2005). 

A number of factors might affect the reliability of the KTIP IPR, including the nature of the task, the specificity of the scoring rules, 
the level of training of the raters, and the conditions under which the scoring occurs (Clauser, 2000). None of these can be evaluated 
directly with the data available to us. What we can do is estimate the level of consistency among the three raters assigned to each intern. 
If the resulting estimate is unsatisfactory, then investigation of the particular cause and remedies of the problem will require additional 
study. 

The nature of validity has been an ongoing argument in the psychometrics literature since the 1970’s, the Standards for 
Educational and Psychological Testing (American Educational Research Association, American Psychological Association, & National 
Council on Measurement in Education, 1999) notwithstanding. The accepted view, as described in the Standards, is that validation of a 
measurement involves a demonstration that its use supports inferences about the interpretation of resulting scores, and that it is the 
inferences that are validated, not the test itself (Chapelle, 2010; Cizek, 2012). A given measurement procedure would then have to be 
validated for each different inference to be drawn from it. In this view, a test developer makes one or more claims about the meaning of 
test scores (Zarębski, 2009; Chapelle, 2010), which are then supported by evidence of various types. The interpretive arguments that serve 
to validate a test cannot be verified in any absolute sense, and must be accepted or rejected based on their plausibility (Kane, 1992, 1999). 

Not all psychometricians accept this view. An alternative point of view suggests that a test is valid if: 
 
(a) the attribute exists and (b) variations in the attribute causally produce variations in the outcomes of the measurement 
procedure (Borsboom et al., 2004, p. 1061). 
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Regardless of the disagreement about exactly what validity means, almost all modern authors in the psychometrics literature 

agree that all validity is construct validity (Scriven, 1987). Particular approaches to validation of tests – such as analysis of the fit of its 
content to the domain it purports to measure – are in this view just approaches to marshaling evidence to demonstrate that the test score 
is an exemplar of some construct of interest to the developer. 

In the case of the KTIP IPR, the construct of interest is teacher performance. By this we mean a relatively enduring attribute of 
persons that will cause them to be more or less effective in fulfilling the role of classroom teacher. Some persons, for reasons of ability, 
training, or motivation, will exhibit more of this attribute than others, and we expect that persons with more of the attribute will be of 
greater value to the educational enterprise than will those with less. Although student achievement is an important consequence of 
teachers’ levels of performance, it is not the only consequence of interest. To the extent that we can measure this attribute, we would 
expect teachers who score higher on our assessment to be better at promoting student achievement, but also at such things as promoting 
a healthy school climate, working with parents and other professionals, managing student conduct, and the like. If our measurement is 
valid, it will serve both as a measure of the quality of individual teachers, and of the EPPs that prepare them. 

Section 3 will discuss our efforts to demonstrate the validity of the KTIP IPR, as well as our efforts to demonstrate its reliability. 
 

Section 3: Analysis of the reliability and validity of the KTIP IPR 
 

The data 
 
The new, PGES-aligned KTIP IPR was piloted in the 2014-2015 school year, and was implemented as a statewide system in the 

2015-2016 school year. Our analysis is based on a dataset containing the IPR records of interns for this first statewide internship year. Our 
dataset consists of 2410 internship records for which there are complete data for all components (these comprise all interns who 
completed the internship that year), as well as admissions and exit records from the EPP programs where they completed their preservice 
programs. There are two types of interns in the dataset: K-12 interns, and interdisciplinary early childhood (IECE) interns. There are 2331 
of the former, and 88 of the latter. Our analysis is based only on the K-12 interns, as we felt that the number of IECE internships was too 
small to produce stable results, given the methods we would be using. We note that the EPP preparation records available to us are only 
for persons trained by Kentucky-approved programs: about 200 of the interns lack these data. In addition to the IPR and admissions/exit 
records, a wealth of information about the development and administration processes of the IPR was available to us. We also have the 
certification test scores of the interns from the certification data system. 

 
Description of the sample 

 
Of the interns in the sample for whom demographic data are available, 76% were female, 24% male. 94% were White not-Hispanic, 

the other six percent distributed across other ethnicities. 85% were placed in public schools. 166 of the Commonwealth’s 174 public school 



13 
 

districts had at least one intern, and two of them – Jefferson and Fayette County – accounted for 23% of all interns. 14 public districts had 
only one intern. 50% of the sample were placed in elementary schools, 27% in high schools, 19% in middle schools, 4% in schools with 
mixed grade levels, and less than 1 % in preschools, including Head Start centers. Interns were evenly divided between rural and urban 
districts. Two thirds were prepared at state-operated institutions of higher education. One independent institution of higher education 
(IHE) accounted for about 10% of the interns. 

Appendix Table 2 shows the distribution of content areas for which persons in the sample were prepared. Note that these are not 
unduplicated: many persons in teacher preparation programs are simultaneously enrolled in more than one program. 86% of the program 
enrollments were in traditional programs, 14% in alternative programs. A few of the interns were listed as enrolled in “advanced” 
programs, due to a reporting problem in the admissions and exit data system. 

 
Data analysis 

 
Our reliability results begin with an evaluation of the relationships among the 22 components that make up the KTIP IPR. Table 3 

shows product-moment correlations between each pair of components for the final committee assessment. All of the components are 
strongly correlated, with the minimum correlation at .44 and the maximum at .71. We found that the strength of the correlations among 
items grew with each succeeding cycle, so that the weakest correlations were found in cycle 1. Table 4 shows intercorrelations of the 
components for the resource teacher assessment in cycle 1, for contrast with the intercorrelations in the final composite measurement. 
Similar data tables are available for all of the measurement cycles.  Although the correlations are somewhat weaker in the first cycle, they 
are nonetheless substantial, with a minimum of .32 and a maximum of .67. 

Table 5 shows the correlations between raters for domain scores – the sum of component scores in each domain. As with 
component scores, the strength of the correlations increases markedly from cycle 1 to cycle 3. Even in cycle 3, the correlations between 
raters are weak, showing limited agreement, and are not evidence of adequate inter-rater reliability for domain sums. The correlation 
between resource teacher and principal ratings and the committee composite score, however, indicates that the domain scores for the 
composite is a much stronger measure than any of the rater domain scores. The correlation between the teacher educator and committee 
composite domain scores is somewhat weaker. 

An issue that arose in the course of the analysis was whether it made sense to calculate a single, total score for the KTIP IPR. The 
FFT and all measures that derive from it assume four relatively disjoint domains of teacher practice, and if these hold up on analysis, a 
total score for the entire assessment would make little sense. To test whether IPR scores recapitulate this model, we conducted two 
analyses.  

Table 6 gives correlations between each of the components and each of the domain totals, for the final committee rating. All 
components correlated substantially with all of the domain totals, although the components of each domain correlated more strongly to 
the domain to which they belonged. To make this clear, we offer Table 7, which shows the median correlation between components and 
domains. The entries on the diagonal are of considerably greater magnitude than the off-diagonal entries, although the relationships with 
the off-diagonal entries are quite strong. As with the component intercorrelations, we found that the strength of relationship between 
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components and domains increased with each additional cycle, and reached its peak with the cycle 3 committee assessment. The stronger 
correlations on the diagonal lends at least weak support for the domain structure of the assessment. 

When we conducted a confirmatory factor analysis, however, as shown in Table 8, it became clear that the domain structure of 
the assessment is at best weakly supported. The factor analysis produced a first principal component that explained 88% of the variance 
among IPR components, and the factor loading of each component on the first factor was quite large. This is hardly surprising given the 
strong correlations among the 22 components, but it indicates – along with the weak rater reliabilities for domain scores – that we would 
not be on firm ground trusting domain scores and would be better advised to emphasize the total score of all components as a measure 
of teacher quality.16 

It is expectable that scores would increase over time on the IPR, given that the first two assessments are formative, and are 
expected to engage the intern in a developmental process leading to improvement in performance.17 Table 9 shows the progression of 
mean domain scores by rater for each cycle. By way of comparison, note that the minimum-possible domain score for domains 1 and 4 is 
12, and the minimum for domains 2 and 3 is 10; while the maximum for domains 1 and 4 is 30 and the maximum for domains 2 and 3 is 
25. The mean domain scores in every case are not far below the maximum, an issue will we take up at some length later. Table 10 shows 
similar results for total scores. The minimum possible total score is 44 and the maximum is 110. 

Comparisons of total scores show the strongest evidence for reliability of the IPR. Table 11 shows correlations of total scores for 
each of the ten IPR assessments, and Table 11 isolates the correlations between raters for each cycle. Correlations are modest at best in 
the first cycle, but become considerably stronger by the second cycle, and reach acceptable levels by the third. Especially encouraging are 
the correlations between raters and the committee score for the final cycle, where the results show impressive levels of agreement.18 

In addition to correlational measures of agreement, we calculated the percent agreement for each pair of raters for each 
component, as shown in Tables 13 – 15. These were calculated by counting the number of times in which each pair of raters were in exact 
agreement, then dividing by the number of ratings.19 As with all other measures, the magnitude of the agreement between raters grows 
with each cycle. Agreement in the third cycle is acceptable. 

It is always good practice to plot and inspect the distribution of scores. The result was Charts 3-6, which show the distribution of 
domain and total scores for the three cycles. Domain score distributions are initially bimodal, but by cycle 2 become approximately normal. 
The total score distributions appear in cycle 1 to be multimodal, but by cycle 2 become approximately normal. It is obvious from inspecting 
the charts that after the first cycle, kurtosis becomes a problem. Kurtosis is a measure of the “peakedness” of a distribution. If the scores 
of a distribution tend to cluster around a single point, the kurtosis will be relatively high. Tables 16 and 17 show the kurtosis for the domain 
scores and total scores respectively. Kurtosis for a standard normal distribution would be 0 – these kurtosis values are quite above that. 

                                                           
16 A related issue that we are not prepared to evaluate at present, given that all of the components seem to measure a single factor, is whether it might be advisable to reduce the number of 
components in the IPR. This would require a generalizability D-study, which we lack the data to do at the moment. It would also require a change in system philosophy, since the IPR as currently 
constructed is based solely on the FFT. 
17 i.e., increases in scores over the course of the internship are evidence of the validity of the measurement process. 
18 The high level of agreement might be due in part to the pressure to assure that interns meet a minimum standard, and the tendency of raters to rate generously. 
19 It would not be useful to use this methodology for either domain scores or totals, since the data are not categorical, and any result would be misleading. 
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Skewness, the extent to which scores accumulate to the right or left of the center of the distribution, does not seem to be a problem with 
either the domain or total scores. 

We conducted a generalizability study using EdugTM (Cardinet et al., 2010), to determine how well total scores could be generalized 
to the target domain, and to obtain estimates of the proportion of variance due to the three factors of interest, interns, raters, and cycles. 
This analysis produced Table 18. This analysis used data for all raters for all three cycles, except for the committee composite rating. The 
generalizability coefficient of .87 is acceptable, and indicates that the ratings are probably good indicators of the target domain. The 
proportion of variance attributable to differences in interns was 37%, with 23% due to cycles and 16% due to raters.  

This proportion of intern variance is weak, and it occurred to us to ask what would happen if just the second and third cycles were 
subjected to a generalizability analysis. The result was Table 19. Here, 75% of the variance is attributable to differences between interns, 
a more than acceptable value. We also calculated an intraclass correlation from the first generalizability analysis of .77. This is a bit weak, 
but acceptable, and we note that it is based on all three cycles and all raters. 

We computed correlations between IPR total scores and Praxis and other tests administered prior to certification. These produced 
a significant result only for the Mathematics: Concepts and Problems examination. This parallels what has been found in other studies of 
instruments based on the FFT. We did find (Table 20) small but significant correlations between the IPR committee total rating and interns’ 
GPA at admission into teacher preparation programs.  

Because it is probable that we will eventually use the results of IPR assessments to evaluate the performance of EPPs, we 
developed a chart (Chart 7) of the mean IPR total score for each of the providers from which the interns had completed. The chart is 
generally consistent with impressions of EPSB staff of the strength of the various Kentucky-approved EPPs. 

In order to evaluate the fit between the assessment model and the KTIP IPR procedures, we conducted a qualitative analysis of 
documents relating to the process of developing the new method, administration procedures, and rater training. We also examined 
information about the development of the KDE PGES. The development of the IPR did not involve construction of new elements or rubrics 
for rating intern responses: these were adopted without substantial amendment from the PGES. Most of the development effort went 
into aligning the PGES with the existing EPSB Kentucky  Teacher Standards, in developing the Sources of Evidence used in ratings, and in 
developing the training program for raters. 

The Sources of Evidence Templates are detailed and demanding, requiring the intern to make a substantial effort to assemble 
characteristic exemplars of their practices in each of the areas rated by the IPR. The templates provide information to both the intern and 
rater of the IPR component(s) related to the information in the template. Comments collected from interns and from internship committee 
members made it clear that using the templates required a lot of detailed work and careful thinking about what to place there and the 
implications for assessment. 

The training process spent more time on administrative procedures than any other subject. This is not surprising given that this 
was a first rollout, but may have detracted somewhat from more substantive issues. The training does include some excellent examples 
of the different levels of the classroom observation component, but examples for the other components were somewhat weaker.  
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Analysis 
 
 It is clear from the various measures of rater agreement that the IPR is sufficiently reliable for its intended use, identifying which 

interns should be granted professional certification. We would want the intraclass correlation from the generalizability study to be a bit 
higher, but the obtained result of .77 is at least minimally sufficient. Given that this was based on the entire set of ratings, including all 
three raters and all three cycles, it is probable that this value would be considerably higher if we were to confine ourselves to the composite 
committee rating in cycle 3. Happily, that is what we want to do: the first two cycles are formative only, and the consequential rating is 
only the committee rating. So we state our first finding: 

 
Finding 1: KTIP IPR composite committee ratings are sufficiently reliable to be used to determine which interns should be granted 
professional certification. Scoring was applied accurately and consistently, at least in the final cycle, as indicated by the 
generalizability study. 

 
We are concerned by the much lower values for measures of reliability in earlier cycles, especially the first. There is no reason, in 

theory or practice, why raters should be less precise in identifying effective teaching practice in the first two cycles than they are in the 
third. Ratings are based on observations and standardized documents collected from interns, and practice of any given quality should be 
as amenable to measurement early in the process as later. It is possible that the weaker performance of the raters in the early cycles might 
be due to the fact that this is the first year of the system, requiring some adjustment by the raters early in the process. Although a problem 
of this type is probably unavoidable, it should be subject to amelioration by a sufficiently rigorous training program. 

There is no doubt that the scoring rule is appropriate. The IPR is based on the FFT via the PGES, both of which have a long history 
with the identical rubrics. Given the high quality of the templates and the fact that they are carefully anchored in the components, there 
is no reason to believe that the scoring rules do not, in fact, capitulate the FFT model on which the IPR is based. This brings us to a second 
finding: 

 
Finding 2: The scoring rules are appropriate. Some improvement in rater training might be indicated to assure that the rules are 
always appropriately applied. 

 
The FFT is organized into a set of four domains, each of which has either 5 or 6 components. We were able to adduce some weak 

evidence for this pattern in the data available to us, but the evidence was not strong enough for us to be comfortable using domain scores 
in any meaningful way. The factor analysis, and the much stronger reliabilities for the total score than for domain scores, make it clear 
that a single, total score for the IPR is a more meaningful measure. This suggests a third finding: 

 
Finding 3: Because of only limited support for the 4 domain model, we do not recommend use of domain scores for decision-making 
about interns or EPPs. 
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Analysis of score distributions is problematic. Cycle 1 scores follow a different pattern than do the latter two cycles, and 
for both domain scores and the total score, kurtosis is a serious problem. The cause of this problem is apparent if we consider the 
score that predominates in the total score distributions in the second and third cycles: 88. This is the score an intern would receive 
if she or he scored at the next-to-highest category on each of the 22 components.20 We believe that this results from lenient 
scoring by raters, who are reluctant to give a maximum score in most cases, but will err on the side of generosity if given a choice. 
It seems reasonable to suppose – given that all interns must score at least the next-to-lowest level on each component to be 
recommended for professional certification – that there are at least some who are minimally capable who are being scored too 
generously. This suggests a fourth finding: 

 
Finding 4: Although the new IPR is an improvement over the old procedure, scoring is still too lenient. Interns would not be harmed 
by spreading out the scores a bit. This could be done in rater training by reminding raters that precision in scoring is in the long 
term better for the intern. 

 
We lack the capacity at present to make comparisons between interns’ IPR scores and student achievement, but we note that 

almost all studies of the FFT in the past have found a relationship between FFT scores and student outcomes (Noell et al, 2014). We should 
make every effort to conduct such studies in the future, but given the high fidelity of the PGES and IPR to the FFT model, and the FFT’s 
excellent development history, we are relatively safe in assuming that the IPR is, indeed, a pretty good measure of teacher performance. 
Because it is likely to be so, we give our fifth finding: 

 
Finding 5: The IPR is a reasonably good measure of intern performance. Because it is, it is appropriate for use both as a measure of 
eligibility for professional certification and of EPP program performance. 

 
We have some weak evidence for the quality of the IPR in our analysis of its relationship to admissions GPA and the relationship 

of mean scores to EPP quality. This is very weak evidence and will require future analysis. 
 

Section 4: Recommendations 
 
A number of issues arose during the current investigation. Although the IPR as it was implemented in this first rollout has proven 

to be reliable and valid for its intended use, some improvements are indicated, both for the purposes of further reliability and validity 
studies, and for improvement of the management of the system. 

                                                           
20 The scoring of components on the protocol used by raters ranges from 1-4, but the data file records these as 2-5. Had the scoring and data been completely consistent, then the typical score would 
have been 66. This score transformation creates a bit of confusion, but does not affect the analysis. 
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First, it would be very helpful to collect additional data. The data we have at present consist of ratings by intern committees on 
the 22 components, and what can be gleaned from EPSB’s existing data systems. The system actually produces much more data than this, 
and it would be helpful to capture these data for further use. Sources of data that would prove helpful to future studies include: 

 
• Some measure of rater performance during training. This would probably involve collecting data that do not exist, but would be 

useful for identifying training problems and sources of systematic variability in rater performance. 
• A sample of intern Sources of Evidence templates would be helpful in evaluating the quality of the rating process. 
• Interns produce self-ratings at the end of each cycle. These would be useful in validity studies. 
• Each cycle involves ratings by the interns’ students. These would also be helpful in validity studies. 

 
In addition to additional data collection a few other recommendations are in order: 
 

• A bit more detail, including characteristic examples, for rating non-observational components would be helpful. 
• It would be helpful to stress to raters the importance of precision in rating. 
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Appendix 
Tables and Charts 
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Chart 1 
Comparison of Praxis III and Danielson Framework Domains 
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Table 2 
Intern Content areas 
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Table 3 
Component Intercorrelations 

Final Committee Ratings 
 

 
Minimum = .44 
Maximum = .71 
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Table 4 
Component Intercorrelations 

Cycle 1 Resource Teacher 
 

 
Minimum = .32 
Maximum = .67 
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Table 5 
Domain Intercorrelations 

 

 
 

Table 6 
Component/Domain correlations 

Final Committee Ratings 
 

 
Table 7 

Median Domain Correlations 
Committee Ratings 
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Table 8 
Confirmatory Factor Analysis 
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Table 9 
Domain Means and Standard Deviations by Cycle 

 

 
 

  



28 
 

Table 10 
Total Score Means by Cycle by Rater 

 

 
Table 11 

Total score Intercorreletions 
 

 
 

Table 12 
Total score Intercorrelations 

Detail table 
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Table 13 
Rater Agreement for Cycle 1 Components 
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Table 14 
Rater Agreement for Cycle 2 Components 

 

 
 

Table 15 
Rater Agreement for Cycle 3 Components 

 

 
  



31 
 

Chart 3 
Cycle 1 Domain Score Distribution by Rater 
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Chart 4 
Cycle 2 Domain Score by Rater 
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Chart 5 
Cycle 3 Domain Score by Rater 
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Chart 6 
Total Score Distribution by Cycle 
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Table 16 

Skewness and Kurtosis of Domain Score by Cycle 
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Table 17 
Skewness and Kurtosis of Total Scores by Cycle 

 

 
Table 18 

Generalizability Analysis 
 

 
Table 19 

Analysis of Variance Cycles 2 and 3 
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Table 20 
Correlation Between Total Score and Admissions GPA 
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Chart 7 
Trial Provider Mean Performance Chart 
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